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Social computing platforms facilitate interpersonal harms that manifest across online and physical realms such
as sexual violence between online daters and sexual grooming through social media. Risk detection AI has
emerged as an approach to preventing such harms, however a myopic focus on computational performance
has been criticized in HCI literature for failing to consider how users should interact with risk detection AI to
stay safe. In this paper we report an interview study with woman-identifying online daters (n=20) about how
they envision interacting with risk detection AI and how risk detection models can be designed pursuant to
such interactions. In accordance with this goal, we engaged women in risk detection model building exercises
to build their own risk detection models. Findings show that women anticipate interacting with risk detection
AI to augment - not replace - their personal risk assessment strategies. They likewise designed risk detection
models to amplify their subjective and admittedly biased indicators of risk. Design implications involve the
notion of personalizable risk detection models, but also ethical concerns around perpetuating problematic
stereotypes associated with risk.
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1 Introduction
More than 800 million women have been victims of sexual or physical violence in their lifetime [95],
and research consistently finds women to be at disproportionate risk of sexual harm [2, 15, 39, 95].
Mounting evidence demonstrates that social computing platforms are amplifying the risk of harm
against women, not only online but in the physical world [38, 46, 60, 84, 104]. Of these, we focus on
online-to-offline harmwhich refers to instances where harm, such as sexual violence or bodily injury,
occurs in the physical world as a result of prior online communication. This includes harm such as
use of social media to lure victims into physical sexual abuse [116] or sex trafficking [100, 129],
and non-consensual sexual activity committed by someone met on a dating app [102, 140].
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Risk detection AI has emerged as a promising approach for scalable mitigation of online-to-offline
harm [37, 100, 101]. Examples include detection of sex traffickers online [129], cybergrooming of
children [14], and safety threats against women in urban environments [94]. Risk detection AI has
also been applied to traditionally online harms such as unsolicited nude images on social media
[121]. Despite a growing number of application contexts, the HCI literature has identified several
concerns with the current state of risk detection AI that necessitate involvement of anticipated users
in design and development [59, 69, 71, 83, 100, 118, 120]. First are issues with the AI’s technical
capabilities to detect risk: there is a lack of ecologically valid datasets for model training that
represent real experiences of computer-mediated harm [100], coupled with an over-reliance on
external annotators who may never have personally experienced the harms they are labeling, thus
contributing to inconsistencies in ground truth [101, 106, 139]. Stakeholders have been involved in
addressing these issues through voluntary donation [16, 57, 99] and annotation [10, 41, 99] of their
own data reflective of harm, such as private messaging interactions [10].
Second are gaps in knowledge about how to design human interaction with risk detection AI

so that the detection of risk can have a preventative impact on user safety. Tariq and colleagues
describe this most succinctly as the difference between "risk detection" and "risk mitigation" [120].
Prior research into computational performance of "after-the-fact" risk detection models [33, 40, 71]
leave open questions of how risk detection AI should be embedded in the user experience to
provide practical benefit. This goes beyond surface-level questions of interface design (e.g., how to
explain a risk detection model’s output) because anticipated interactions with risk detection AI can
recursively inform the AI’s development - what risk means to users, how they expect risk to be
computed, when and how they are informed of risk, and so on.
We explore these gaps with the following research questions: (RQ1) How do women anticipate

interacting with or using risk detection AI to protect themselves from online-to-offline harm? (RQ2)
How should online-to-offline risk detection AI be designed to fulfill these expectations?

To explore these questions, we engaged 20 woman-identifying stakeholders in articulating ideal
interactions with risk detection AI in dating apps. We chose dating apps as the context of study
because they are well known facilitators of online-to-offline harm - especially sexual violence -
with victims being disproportionately women [3] (in some samples all victims of online dating SV
have been women [102])). Furthermore, AI has long played a key role in the online dating user
experience through matching algorithms, yet implementation of AI for safety is still in nascent
stages despite the literature having criticized the relative absence of safety-oriented features in
dating apps [6, 37, 114, 143]. To explore RQ1, women in our study described ideal scenarios of
using risk detection AI through 1) retrospective discussion of past experiences with risk in online
dating to identify challenges and opportunities for risk detection AI in the user experience, and
2) prospective ideation of human interaction with risk detection AI aided by visual scenarios of a
persona being informed of online-to-offline risk associated with various user profiles. To explore
RQ2, women engaged in a participatory model building exercise [76–79] to articulate anticipated
data sources, model features, and decision rules for a directly explainable risk detection model that
would operate according to their envisioned human-AI interactions.

The findings show that women envision interacting with risk detection AI to augment
rather than replace their existing, manually performed strategies for risk detection by
expediting the collection and sense making of information they deem relevant to risk.
Suggested data sources and features in the risk detection models they created were often subjective
and admittedly fallible indicators of risk that held deeply personal significance based on their prior
experiences of harm, such as a user’s religion or education level. This discovery holds important
implications for future research on user-centered design of risk detection AI that are unpacked
in the paper. One is that women in our study do not necessarily expect or want risk to be
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detected according to objective or statistically sound predictors of harm. Instead, they
want risk detection AI to follow and amplify their own subjective (and biased) indicators
of risk. This brings into question the practical utility of existing risk detection AI models that
pursue a singular ground truth for risk. This also poses opportunity for research and development
of user-personalized risk detection AI models and interactions. Yet related to this is the need for
dedicated consideration of the ethical implications of subjective risk assessment AI, which may
amplify harmful biases against already-marginalized groups.

The rest of the paper is structured as follows. First, we review prior literature related to online-
to-offline harm and risk detection AI, followed by our method and findings, which explore the risk
detection models produced by participants and conclusions about anticipated human-risk detection
AI interactions. The paper concludes with limitations of the study and then discussion of the design
and research implications of our findings for human-centered risk detection AI.

2 Background
In this section we first review online-to-offline harm and its prevalence in online dating, particularly
against women.We then review technologies intended to address harm thatmanifests in the physical
world to contextualize mounting attention from the research and public sectors on risk detection
AI. We conclude by reviewing calls in the literature for involving stakeholders in the design of risk
detection AI and methods for facilitating such involvement that serve as a backdrop for our own
approach to involving women in the design of online-to-offline risk detection AI for dating apps.

2.1 Online-to-Offline Harm
Computer-mediated communication has enabled novel forms of interpersonal harm - especially
against women and other marginalized groups (e.g., [84, 104, 107, 124, 126]). Such harm can range
from cyberstalking [107] to abuse over social media [93, 126] and harassment in emerging social
technologies like VR [52]. The literature has also reported on harm that spans across online and
offline modalities such as revenge porn, referring to nonconsensual sharing of sexual acts filmed or
photographed in the physical world [60, 61, 85].

A focus of our work is online-to-offline harm, which manifests in the physical world (e.g., sexual
violence, bodily harm) due to facilitation by prior computer-mediated communication. This can
include use of social media to lure victims into physical sexual abuse [116] or sex trafficking
[100, 129], as well as doxing, during which home addresses are leaked through public social media
posts, resulting in death threats and other hostile pranks like "swatting" - making false reports
of heinous crimes to police to spark a Special Weapons and Tactics (SWAT) team response on an
unsuspecting victim [49].

Dating apps have become a prominent facilitator of online-to-offline harm. Several studies have
produced alarming evidence of sexual violence amongst online daters during face-to-face meetings
(e.g., rape and unwanted touching of the body) [31, 34, 55, 102, 124, 133]. Approximately 10% of
sexual assaults in samples from Australia [102] and the United States [124] were attributable to
dating apps. Rates of online-dating-facilitated sexual assaults have increased through the years [4]
- this increase is particularly notable amongst woman-identifying victims over the last five years
[3]. Harm against users because of their gender and sexual identity [51, 81], as well as sexual risks
such as HIV transmission [130, 131], are also persistent concerns. The physical harm facilitated
by dating apps can be preceded by one or more of the many forms of online harm that also afflict
online daters [127]. These include unsolicited nude imagery [127], financial scams [6, 119], bullying
[21], racism [29], and sexual harassment [75].
The literature has been critical of a relative absence of safety-oriented design of dating apps

[6, 114, 143], particularly for accommodating the needs of marginalized demographics [51, 97].
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Some research portrays dating app design as playing an active role in the perpetuation of harm,
such as by enabling perpetrators of sexual harm to find and manipulate victims into meeting
face-to-face [124]. In addition, dating apps model sexual scripts that obfuscate perceptions of sexual
agency [140] and promote sexual objectification [73, 82, 98]. They also scaffold sexual consent
practices that predispose users to initiate physical sexual acts without asking permission because
of assumed consent through indirect signals received in the dating app interface [140]. Prior work
also argues that increasing rates of online-to-offline harm through dating apps [3, 4] are in part due
to their broadened use for reasons beyond dating such as friendship and social activity partners
[62, 96, 122, 123]. Leading dating apps have come to explicitly encourage such goals; for example,
Bumble has designated sections in its interface for finding friends, business connections, and
dating partners [62]. These varied purposes for app-use further obfuscate users’ intentions for
meeting face-to-face, thus exposing more people not only to online predators but inadvertent harm
through misinterpretation of meeting goals - this can be especially risky with mismatches in sexual
intentions [142].

2.2 Combating Online-to-Offline HarmWith Risk Detection AI
Online-to-offline harm could potentially be stopped at the point of manifestation in the physical
world. HCI literature has studied myriad wearable [90] and mobile [8, 108, 136] technologies
intended to intervene in physical (sexual) violence. These devices can monitor women’s safety
through GPS [8], provide safe routes and emergency alerts about nearby assailants [22, 94, 108, 136],
and alerts trusted contacts for assistance through use of a panic button [5, 68, 89, 103, 115]. The
area of post-harm support has been given attention as well and could be valuable for victims of
online-to-offline harm, such as with chat bots for providing support services to sexual violence
survivors [85], and use of social media for support-seeking after sexual abuse [13] and reframing
of sexual harassment experiences [45].
Another technology with strong potential for scalable mitigation of online-to-offline harm is

risk detection AI. This refers to implementations of artificial intelligence in social technologies for
identifying attempts at online harm or patterns of (online) behavior indicative of prospective harm
in the physical world.
The types of risks that AI models have been developed to detect are wide-ranging. Regarding

online-to-offline risks, prior work has focused on AI detection of online sexual child grooming
using natural language processing of chat conversations [14] and detection of online ads and
social media posts intended to coerce women and children into sex trafficking [129]. Detection
and characterization of doxing posts on social media (leaking of home address and other personal
information leading to offline harm) has also been studied [66, 113]. Conversely, risk detection AI
has been developed to detect harm that traverses from offline to online, specifically skin detection
AI to identify non-consensual and illegal sexual imagery [120]. Examples include the sharing of
"upskirt images" that are taken in public without the consent or awareness of the victim [64], and
detection of child porn [105] before it is posted online. Risk detection AI has also been a popular
approach for identifying attempts at online harm, with cyberbullying being a primary focal point
[71, 101, 106].
Within our focal context of dating apps, AI has played a foundational role in their design for

years in the form of user matching algorithms. However, only recently has AI for risk detection
become a more prominent focus with Bumble’s open-source cyberflashing detection AI [121], and
Tinder’s detection of harassing message content [1]. Despite these efforts, there is a conspicuous
void of online-to-offline risk detection AI in dating apps that can assist in mitigating physical harm
that occurs during face-to-face meetings between users.
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2.3 Stakeholder Involvement in Design of Risk Detection AI
Involvement of stakeholders in development of AI has been advocated across a variety of application
domains [23, 35, 36, 117, 132, 134], and this holds true for risk detection AI as well. The literature
has identified several concerns necessitating stakeholder involvement in risk detection AI.

To the first, risk detection AI is commonly trained on public social media data sets [53, 59, 70, 83,
118], which do not accurately represent real users and their interactions online [9] through omission
of private messaging interactions where harassment, exploitation, and grooming often occur - in
some cases data sets are comprised entirely of law enforcement personnel impersonating victims
[100]. Another issue is the absence of stakeholder involvement in labeling data sets for training risk
detection AI or in determining what qualifies as harm [71, 139]. Lastly, much of the risk detection
AI research has focused on "computational aspects" [120] and capabilities such as accuracy, recall,
precision of after-the-fact risk detection (see examples in [53, 59, 70, 83, 118, 135]). While these
technical advancements are essential, there are persistent gaps in understanding how risk detection
AI should intervene in user behavior or otherwise be implemented in social technologies to provide
practical benefit to users [100, 120].

In responses to these concerns, HCI researchers have explored ways to involve users in the devel-
opment of risk detection AI through participatory design methods [92] that position stakeholders
as designers and decision makers rather than simply evaluators of researcher/practitioner-created
designs. Two promising approaches have been through donation and annotation of private social
media data to train risk detection AI models [9, 41, 99]. In practice data donation and annotation
have been supported collectively in dedicated applications. Examples include an Instagram Data
Donation application in which users donate their direct message (DM) conversations and label each
conversation as safe or unsafe [99] and MOSafely, Is that Sus? [10], a dashboard for youth to donate
their social media data, receive an overview of risks identified in their data, and provide feedback
to the system on the accuracy of risk prediction. Prior work has also involved stakeholders in
producing empirical insight [16, 56, 58, 65, 80, 137] for supporting users in uploading sensitive and
personal data through these dedicated platforms.

Additional participatory methods could extend opportunities for inclusion, particularly in earlier
conceptual stages of risk detection AI development to answer questions such as what data the AI
should be trained on (and thus what data should be solicited for donation) and how user interaction
with risk detection AI should be supported. Participatory AI design is still in fledgling stages [141]
and carries unique challenges [18, 25]. Nevertheless, diverse approaches to stakeholder involvement
in AI have already been showcased in the literature (e.g., [11, 74, 91, 110, 138]).
A method that has been applied to other participatory AI design contexts, but not yet risk

detection AI specifically, is participatory building of explicit rule models. This entails stakeholders
articulating specific features to be incorporated in an AI model along with decision rules for those
features (see examples for food donation allocation models [78] and worker well-being models
[79]). Participatory model building can be similarly beneficial to risk detection AI for dating apps
because online daters - especially women and other marginalized groups - have long engaged in
personal strategies for managing safety [19, 51, 87, 97] and assessing potential meeting partners [50]
(called impression formation [21] or uncertainty reduction [54]). For example, users have reported
avoiding profiles with pictures that obscure one’s face [21, 75]. Some require video calls before
meeting in-person to confirm identity [75], whereas others verify a meeting partner’s information
through search engines [54] or seek out third party information that may be more trustworthy than
self-reported profile content [125]. Ultimately, participatory model building can enable online daters
to leverage their personal experiences with risk management to inform design of risk detection AI
and subsequent stages for stakeholder involvement such as data donation and annotation.
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3 Method
We conducted an IRB-approved study with woman-identifying dating app users in the United States
and Canada (n=20) to understand how end-users envision interacting with risk detection AI (RQ1)
and how risk detection AI should be designed pursuant to those interactions (RQ2). The method
involved interview sessions with individual stakeholders, blending elements of end-user elicitation
and participatory design to reflect on past experiences with risk and prospectively design risk
detection AI models operating according to envisioned scenarios of user interaction with it for risk
assessment of meeting other dating app users face-to-face.

3.1 Participant Recruitment
We focused on recruiting woman-identifying users given the severely disproportionate victimiza-
tion of women in online dating [3] and shared gender identity with the researchers moderating
interview sessions (see rationale in the next session on precautions for participant comfort). Re-
cruitment channels included online advertisements on various subreddit forums related to online
dating (r/bumble, r/tinder, r/Zoosk, r/coffeemeetsbagel, r/Plentyoffish, r/hingeapp, r/Datingapps,
r/OkCupid), email lists associated with our university student body, word-of-mouth campaigns
amongst woman-identifying members of university clubs and local community organizations
catering to women, and snowball sampling. Inclusion criteria necessitated participants identify as
women and have prior online dating experience. Participants were compensated with a $30 gift
card.

Ages of participants ranged from 18 to 41. Participants identified as black (6), white (6), Asian (4),
mixed race (2), Native American (1), and middle eastern (1). Participants resided in 11 different states
around the United States, and one resided in Canada. While we did not ask if participants were cis-
or transgender women, two voluntarily disclosed as transgender. The most popular dating app used
by participants was Tinder (n=9), followed by Bumble (4), OkCupid (3), Hinge (3), Facebook Dating
(1), Coffee Meets Bagel (1), Muzmatch (now called Muzz) (1), Match.com (1), Christian Mingle (1),
eharmony (1), and Zoosk (1). Some participants also reported using other social media apps for
discovering dating partners, including Instagram (4), Meetup (2), Facebook (1), Snapchat (1), and
Patio (1).
All but 6 participants reported face-to face encounters with dating app users that were risky,

unsafe, or harmful. See table 10 in the appendix for demographic details of all participants and
their corresponding experiences with risk and harm.

3.2 Precautions for Participant Comfort
Consultations with sexual violence researchers and a sexual assault nurse examiner (SANE) in-
formed the method for this research, who collectively have several years of experience interacting
with victims and perpetrators of sexual harm in research and/or clinical contexts. Additionally, our
SANE consultant referenced the trauma-informed approach (TIA) as the basis for her recommenda-
tions, which is a well-established framework for supporting trauma survivors [63] (see other ways
TIA has been applied in HCI research in [32, 111]).

Recruitment materials clearly stated that the study pertained to online dating harm, allowing
prospective participants to make informed decisions about potential retraumatization. Private,
individual interviews gave participants control over who witnessed their disclosures of risk experi-
ences. A woman-identifying researcher led all sessions to build trust and familiarity, with another
woman-identifying researcher providing technical support and taking notes which ensured the
lead moderator could be attentive to the participant. Researchers emphasized participants’ rights to
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skip questions and end sessions early without it affecting their financial compensation. Additional
participant care structures are detailed in the data collection section.

3.3 Data Collection
The interview sessions were conducted online over Zoom, ranging from 1 hour and 51 minutes to
2 hours and 19 minutes. Activity 1 - past experiences with risk: First, participants reflected on
their personal experiences with dating apps, followed by encouragement to expand on a particular
experience that they found risky, unsafe, or harmful. This component of the protocol was intended
to recognize participants as experts of their own safety, reinforcing their authority—not the re-
searchers’—on how risk is conceptualized and should be assessed by AI or any other entity. This
was essential given sexual violence research [69] and practitioner advice highlighting systemic
issues in loss of agency over risk/harm experiences by women when disclosing to authority figures.

Activity 2 - ideation of human interaction with online-to-offline risk detection AI (RQ1):
Participants then ideated human-AI interactions within a hypothetical dating app to foresee risk of
harm in meeting a given user face-to-face. Participants then reflected on how a persona user named
"Anna" should interact with risk detection AI during profile discovery and messaging with other
users in the dating app to foresee risk of harm associated with meeting face-to-face. Grounding
ideation with a persona was at the recommendation of our method consultants to allow dissociation
with prior (and potentially traumatic) experiences. Priming materials included a presentation on
AI in dating apps and prototypical social matching apps from prior HCI research (e.g., [86]), as well
as the conceptual workings of risk detection AI such as labeling datasets of risk. However, specific
examples of existing risk detection AI were withheld to avoid biasing their understanding of how
it could or should operate.
Activity 3 - risk detection model building (RQ2): Following participatory model building

studies in other contexts [76–79], participants built directly explainable risk detection AI models.
This involved specifying model features/variables, decision rules (i.e., how each feature’s potential

Fig. 1. Model building was motivated by profiles conveying a hypothetical output of risk detection AI (e.g.,
"medium risk"). Profiles were fabricated according to each participant’s social interests.

(a) Individual Profile. (b) Group Profile.
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state influences risk determinations), and envisioned data/input sources that inform the model
features. An end-user elicitation technique [7] contextualized this activity. First, participants
were presented with a series of 3-4 profiles that the persona Anna would discover in the dating
app, each featuring a "risk level" indicator (low, medium, or high) representing the output of a
hypothetical online-to-offline risk detection AI (see Figures 2a, 2b). While the risk indicators were
randomly assigned, the social opportunities depicted in each profile were custom-made for each
participant according to screening survey responses about social goals, interests, and activities
that drive app use. Profiles represented a mix of individual people and group-based activities,
informed by mounting evidence that dating apps are being used [20, 96, 122, 123] and designed
[48, 62, 122, 123, 142] for multifaceted user goals. By having participants reflect on multiple types
of social opportunities their resultant risk detection AI models would thus be generalizable to
multiple contexts of online-to-offline risk.
Participants created a risk detection AI model reflecting their perception of how the AI could,

or should, have computed the respective risk level for each presented profile. A model template
supported listing of specific model features, possible states of each feature, and weights associated
with each state. A profile’s overall risk level would be determined by a summation of the numerical
weights for every feature in the model. See Table 11 for an example of the empty model template,
and Table 12 for an example of how a feature for "criminal record of the other person" factored
into P4’s model, both in the Appendix. See the supplementary materials for P4’s completed risk
detection model template.
These risk detection AI models were constructed collaboratively with researchers using the

template, enabled through a shared screen. After a tutorial of the template and its key elements
the participant would engage in open-ended verbal speculation on the model’s features, which the
researchers recorded in the template for the participant to further edit and elaborate on. Typically,
participants began suggesting specific features, feature states, and weights on their own as they
became more accustomed to the terminology and template. The following quote exemplifies a
collaborative exchange between P13 and the researcher about a feature for gender of dating app
users informing risk:

Interviewer: About gender, you mentioned for mixed [men and women mixed in a group]
and women [only] you will feel better than if all are men in a group? How can we evaluate
that? If you want to define that in another way, feel free to.
P13: I think that that’s a good way to define it. I feel like if they were men, then it [the
weight for that feature state] would be probably an 8 [out of 10], if it was 100% women or
women presenting people, I’d say it’d be about a 1 or 2. And then if it was a mixed group
then that’s about a 3 or 4.

Participants populated a single model template with features applicable to all their example
profiles. They then computed a separate total risk score for each profile by imagining the relevance
and state of each feature per profile and adding together the numerical scores for each feature. If the
total risk score felt incompatible with the risk level indicated on a sample profile (e.g., if the total
score for a "low risk" profile felt too high to them) the weights of some feature states were modified
to bring the total score down. The exercise concluded with discussions of the personal data that
participants would donate and/or expect other users to donate to enable proper functioning of their
risk detection model.

3.4 Data Analysis
Artifacts produced through the study included 1) risk detection model documents (see supplemen-
tary materials for each participant’s model), and 2) audio recordings and auto-produced transcripts
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of the interviews. We subjected the data to reflexive thematic analysis (RTA) [26] to answer our
research questions. RTA was chosen for its suitability to capture both semantic and latent meaning
in the data [27] and its flexibility with data sources that could be subjected to analysis [24, 28],
which were prerequisites for our analysis given the coupling of semantic data from risk detection
models and the latent motivations behind anticipated human-AI interactions from interviews.

RTA involves six steps [27]: 1) familiarization with the data; 2) coding; 3) generating initial themes;
4) developing and reviewing themes; 5) refining, defining, and naming themes; and 6) writing up
results. Explication of, and reflection on researcher positionality to data is crucial throughout this
process [30]. Our analysis was conducted by two researchers: a woman-identifying researcher
(steps 1-6) with experience in personal risk of harm and publishing on computer-mediated sexual
violence, and a heterosexual man-identifying researcher (steps 4-6) with professional experience
interacting with victims and perpetrators of sexual violence in research contexts. Reflexivity
exercises acknowledging the influence of these experiences on data analysis are noted with their
respective steps below.

Familiarization of the data (step 1) was performed first by consolidating participants’ risk detec-
tion models into a single table for easier review and identification of similarities across models.
See Table 13 and a description of its consolidation process in the Appendix. We continued data
familiarization by proofreading and revising auto-generated transcripts from the interviews, along
with personal note-taking to explicate positionality to the data (e.g., personal experiences that
resonate with those of participants).

The coding stage (step 2) involved line-by-line coding of the interview transcripts in the qualita-
tive analysis software Dedoose. The consolidated risk detection model table was not included in
this step; see step 6 for how the model table was incorporated in analysis. Coding of the interviews
was primarily semantic initially, as exemplified with codes for types of harms and specific features
for risk detection models spoken verbatim by participants. As coding progressed into initial theme
generation (step 3), latent codes were added that captured the interconnection between personal
experiences with risk and envisioned uses of risk detection AI. Miro [88] (an online whiteboard
tool) was used for refinement of themes (steps 4-5) with the second researcher through multiple
synchronous meetings. The researchers’ personal and professional experiences with risk were
foregrounded in discussions around coding hierarchies and re-organizations, often due to differing
perspectives on themes (e.g., whether emotional harm warranted its own category or could be
situated alongside other non-physical harms).
For the write-up of results (step 6), we transformed the visual thematic map from Miro into

paragraphs, during which the consolidated risk detection model table was formally introduced to
the thematic mapping. This often involved production of new variants of the consolidated table to
enrich themes from the interview transcript analysis. For example, a theme from the transcripts was
that participants’ risk detection AI models sought to detect the user’s ability to seek help during a
face-to-face date. Accordingly, we created a new table that listed specific model features associated
with that type of detection, and another to demonstrate their popularity relative to other features.
Because these tables were incorporated into the thematic mapping upon creation we report them
in conjunction with participant quotes in the Findings section.

4 Findings
Participants consistently indicated they did not want risk detection AI to replace women’s manual
attempts at assessing risk of harm in online dating. Rather, the intended role of risk detection AI
was to augment their existing strategies for self-protection. Augmentation of women’s personal
safety strategies manifested in two phases of human-AI interaction: a) preparing the AI
to detect risk according to the user’s subjective indicators of safety, and b) evaluating and
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Fig. 2. The anticipated role of risk detection AI in risk assessment (see section 4.1).

Fig. 3. The envisioned functioning of risk detection AI models (see sections 4.2, 4.3, 4.4)
.

synthesizing the AI’s risk computation into one’s personal assessment of risk. Preparing the
AI to detect risk was imagined as a crowdsourced data donation exercise in which all dating app users
would provide personal data about themselves used by the risk detection AI to compute risk scores
for every user (including themselves). This preparation stage would also involve personalization of
the risk detection AI model to the individual user through modification, addition, and deletion of
features in the model to reflect the user’s subjective risk detection strategies (e.g., adding religion of
a meeting partner as a subjective indicator of risk). Evaluation and synthesis of the AI’s risk detection
into one’s personal assessment of risk would occur at the point of discovering and interacting with a
potential meeting partner through the dating app. This would involve reviewing explanations of
how the AI computed its risk score, along with disclosure of data sources, to help a user determine
if and how to incorporate the AI’s risk assessment into their personal determination of risk for a
given social opportunity.

Participants constructed their risk detection models to largely mimic their manual strategies for
assessing risk of harm. Risks during face-to-face encounters that participants sought to detect fell
into two categories: physical and non-physical harm. Physical harm was typically exemplified as

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 367. Publication date: November 2024.



Participatory Design of User-Risk Detection AI Interactions 367:11

sexual in nature, whereas participants identifying as transgender were also concerned with physical
violence on the basis of their gender identity. Non-physical harm constitutes harm unrelated to
physical violence, such as emotional harm stemming from hurtful comments. Manual strategies for
assessing risk focused on two data sources: information about the face-to-face meeting location
that may affect one’s ability to respond to risk and harm, and information about one’s meeting
partner(s) that may imply their likelihood of inflicting harm. Participants’ risk detection AI
models were intended to improve on and support women’s manual strategies for assessing
risk through faster, more consistent, and more granular collection of risk-relevant data.
As a result, proposed features for risk detection AI models fell into six more precise categories. For
meeting location these included 1) ability to seek help from nearby individuals, 2) ability to physically
eject from an unsafe situation, and 3) likelihood of harm occurring at the meeting location (regardless
if committed by one’s meeting partner or other bystander). For meeting partner these included 4)
the ability to personally evaluate a partner before meeting them face-to-face, 5) risk associated with
demographic traits of the meeting partner, and 6) risk identified in data collected privately by AI.
Figure 2 depicts the envisioned functioning of risk detection AI models and Figure 3 depicts

how users would interact with said models. The remainder of the Findings section starts with how
users would incorporate the output of risk detection AI into their own risk determinations (section
4.1), followed by users’ actions to enable risk detection AI models to augment their manual safety
strategies as intended (section 4.2), and concluding with an analysis of participants’ risk detection
AI models themselves, divided into risk associated with face-to-face meeting locations (section 4.3)
and risk associated with the face-to-face meeting partner (section 4.4).

4.1 Using AI to Inform–Not Replace–Women’s Manual Risk Detection Efforts
"Regardless of what my risk evaluation [AI says], I would still make the decisions on a case by case
basis. Nothing is a total stop or total go, whatever you have from the application is just to assist your
decision." (P6)

Participants consistently stressed that users, not the AI, would make a final determination about
risk associated with a given face-to-face encounter. While there was resistance to the prospect of
risk detection AI as a risk authority, participants were quite receptive to its inclusion in the online
dating user experience as an assistant to their manually-performed strategies for detecting risk as
alluded to in P6’s quote. Key to this assistant role was the expectation that the risk detection AI
would offer an explanation for how it computed its risk score for each dating app profile. This was
mostly for context that would help users assess if and how to incorporate the AI’s risk detection into
their personal determination of risk. Another reason several participants wanted an explanation
was to validate that the model was identifying risk in ways that adhere to their personal strategies.

“Like if it was going to have low risk, medium risk, high risk, I would like descriptions of why,
you know, that would be helpful, as opposed to just the algorithm making a decision for me. And it’s
gathering, I have given it information [about how I determine risk], such as what I’m comfortable
with.” (P11)
Some examples of explanations included identifying the data that informed the model’s under-

standing of particularly subjective indicators of risk. P14 gave an example in which the AI may
determine a user to be high risk due to being an alcoholic, which could be a subjective conclusion
depending on the data used to deduce alcoholism. Explanations of the model’s output would provide
users the opportunity to determine if they agree with how the AI came to its conclusion of risk.
P14, referencing a profile with a high risk indicator: “What information could the app be collecting
to make this especially high risk? I don’t know. I mean, he’s drinking a beer in his profile picture. Was
he an alcoholic or something? I don’t know. It’s important, but then it also makes me nervous if [...]
like we have deduced they’re an alcoholic [without me seeing why].”

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 367. Publication date: November 2024.



367:12 Isha Datey and Douglas Zytko

Other needs for explanation stemmed from potential disagreement between users and the AI
around the significance of particular data points. A few participants imagined scenarios in which
a potential meeting partner has a record of criminal offenses of varying degrees, some of which
may not be meaningful or relevant to assessing risk from the user’s point of view. P7 provided an
example in which a potential meeting partner may have been cited for jaywalking, which they
did not personally consider relevant to risk. P14 similarly considered misdemeanor crimes as less
relevant to risk. In P7’s words: "I would like to know why because what if they’re a minor [offender] or
if they are a person with a minor offense on the record, for something really petty such as jaywalking,
I’m not gonna care about that. But the system might care and say, oh, let’s medium [risk] this guy."
Beyond explanations of the risk detection AI’s decision-making, a few participants requested

that the AI be able to share the data that informed its risk determination, so that the user could
incorporate such information into their own risk detection processes. As P12 put it: “I would
actually like some information. In general, I would actually like the application to provide me with the
information [used to determine] low risk, high risk, medium risk.” Requests for the data underlying
the AI’s risk decisions stemmed from consistent struggles that participants had in executing their
manual risk detection strategies in the past due to limited availability of information in profiles
and messaging interactions that they considered informative to risk.
Participants were cognizant, however, of privacy concerns if risk detection AI were to make

publicly accessible all data about other users that factor into risk decisions. They reflected on
the likely discomfort they would feel if their own data was fully reviewable by other users when
assessing risk that they themselves may pose. In P14’s case, they considered but quickly changed
their mind about having full access to the information used by the AI: "It’s a two way road, they
have access to you, and you don’t know who they are. And I feel like it would just be safer all around
[for users] to not have access at all."

4.2 Preparing AI to Detect Risk According to Women’s Manual Safety Strategies
The risk detection models created by participants were intended to improve on and support their
manual strategies on dating apps for assessing risk associated with 1) anticipated face-to-face
meeting locations and 2) anticipated face-to-face meeting partners. The improvements that risk
detection AI would make to their manual safety strategies stemmed from an improved availability of
risk-relevant data. Most instances of manually-conducted risk assessment reported by participants
we describe as data-poor in the sense that their personal risk detection capabilities were dependent
on often-scarce and inconsistently available data from user profiles and messaging interactions,
along with first-hand familiarity of meeting locations. The proposed risk detection AI models were
comparatively data-rich in the sense that they sought to provide uniformity and predictability to
risk detection through more consistent access to data indicative of risk.
Participants recognized that the feasibility of their proposed risk detection models would be

dependent on availability of data related to the features of their models. As such, the brunt of
imagined user involvement for preparing risk detection AI was expected to go towards helping the
AI collect the many data points necessitated by participants’ models. Three user activities to aid in
this data collection were mentioned most frequently: private profile pages only viewable by risk
detection AI, social media account linking, and user reports about transient risk-relevant data.

4.2.1 Private Profiles for AI Model Training and Customization. Some participants imagined an
additional phase of account setup; in essence, creating a public profile for other users to see and a
second private profile of personal data only accessible by the risk detection AI. Examples of personal
data that users may provide to their private, AI-only profiles included their religion, marital status,
education level, mental health problems, political affiliation, gender identity, and so on. Some
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participants expected there to be a stark disparity in information users would be willing to provide
to private profiles for AI model training compared to public profiles viewable by other people.
Per P5: “There are some things about him that the app knows that I do not. If the app can provide
[that data to my personalized risk detection model], then that’d be really nice.” Importantly, P5’s
quote is indicative of how many participants viewed the practicality of personalized risk detection
models as a crowdsourced responsibility. All users would need to disclose personal information
about themselves - regardless of whether that information is applicable to their own risk detection
model - to enable the functioning of other users’ personalized models for whom such information
is necessary.

Several participants expected these private profiles to also serve as a terminal for collaboration
between the risk detection AI and the user to tailor identification of risk to a user’s personal,
subjective risk detection strategies. This would prepare the AI to detect risk in similar ways
as the user would, albeit with more efficiency. Customization was typically imagined as a visual
modification of the model that each participant built through modifying weights of existing features
as well as adding or removing features that the user deemed (in)applicable to their personal
assessments of risk. Participants expected this model personalization to be an ongoing process;
something that users recurrently update as they continue their dating app-use and meet new people.

4.2.2 Social Media Account Linkage. Some participants envisioned their risk detection AI having
access to users’ social media profiles for collecting information about personality and demographic
traits deemed risk-relevant like political and religious views. Yet participants also noted privacy
concerns and general discomfort with making personal social media accounts available for risk
detection. P14 mentioned a past situation with a stalker tracking her public social media accounts
and considered sharing social media access with all users to be "uncomfortable." Nonetheless, P14
alongside other participants indicated willingness to share their own social media accounts privately
with the AI so that it can "do its job." As they elaborated: "All of my information, I’d be happy to share
with the application as long as it’s not shared with other people. So that the application can still do its
job to assess, like, hey, these are what I see as risks." When it comes to having other users share their
social media access to the AI, participants also commonly emphasized the need for transparency
and "consent" from users: "I think consent is really important. Like if users know exactly like how their
information will be used, and like what exactly is being collected, that’s, that’s super important" (P14).

4.2.3 User Reports on Transient Risk-Relevant Data. Participants often noted third-party data
sources that they expected their risk detection AI to have access to for computing risk, such as
Google and Yelp reviews to amass understanding of location type and the typical presence of
bystanders. However, they also noted that these third-party sources can be unreliable, outdated, or
incomplete. In these instances several participants suggested that risk detection AI could actively
solicit "reports" from users to inform risk-relevant data points. One example was the collection of
cell phone/wifi service reports from other users/visitors at a popular face-to-face meeting location,
which may impact one’s ability to call trusted contacts for help if they choose that location for a
date. P14 described her enthusiasm for the idea: "I would love it. If they’re like, hey, if you do go to
this location, we’ve collected data, or we’ve received multiple reports that cell service drops in this area."
Another, less common, idea for user reports involved submitting reviews of other users after

meeting them face-to-face, which could inform a safety "reputation" score for each user. For instance,
if a user felt unsafe during a face-to-face encounter, they would submit a report to the risk detection
AI that would increase the risk score on that partner’s profile when discovered by others. P1 reflected
on the pros and cons of user-submitted reviews: "So maybe what it will be is something like people
that have [met] can leave a comment, like, "oh, they’re really fun" and submit that. [Although] I feel
like a rating system, even if it is as simple as a thumbs up or a thumbs down, that might be kind of hard
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to keep equitable." P1’s concern of "equitable" ratings was shared by others who worried of abuse
and intentional bias, and ultimately this data preparation activity was not strongly recommended
even by those who initially thought of it.

4.3 Designing AI to Detect Risk Through Meeting Location
Information about an eventual meeting location was an important consideration in participants’
manual risk assessment strategies because of the role location can play in abetting or preventing
harm. Likewise, location-specific features were common in participants’ risk detection AI models.
Our analysis organized such features into three categories of risk associated with face-to-face
meeting locations: 1) the ability to seek help during a face-to-face meeting, 2) the ability to eject
physically from an unsafe situation/location, and 3) the perceived likelihood of violent acts occurring
at the location (independent of their meeting partner).

4.3.1 Detecting Risk Through Ability to Seek Help During a Face-to-Face Encounter. An important
contributor to online-to-offline risk for participants was the ability to seek help should a face-to-face
encounter become perceptually unsafe. In their personal strategies, the entities that participants
described getting help from included friends and family present at the group event or through phone
calls or text messages, as well as individuals around their physical location such as professional
security staff affiliated with the meeting location and other patrons ("bystanders") - especially
families or groups of people that could provide protection in numbers. The presence of families at
the meeting location was valued not only for the assistance they could provide, but as a possible
deterrent for harm ever occurring. As P2 described: “The most dead giveaway when it comes to safety
is regardless of how ill-intentioned a person might be it’s very difficult to expect that anyone is going
to do anything that stupid, crazy or awful in front of children.”

Table 1. Features indicative of ability to seek help during a face-to-face encounter.

Features Contribution to risk assessment
Bystander presence Strangers at the meeting location could provide immediate inter-

vention during an unsafe encounter
Location population density
Location publicness

Densely populated areas could be an indirect indicator of bystander
availability

Meeting start time, end time
Day of week for meeting

Availability of bystanders varies with time of day at some locations

WiFi
Phone reception

Phone connectivity enables the user to call friends, family, and
emergency services for help

Familiarity between meeting part-
ners*

Attendees of a group event who are already friends may be less
willing to intervene if one of their friends is posing risk of harm

Presence of friends Friends in a group-based social activity are more likely to provide
assistance than strangers

No. of meeting partners Presence of other people for a group-based social activity could
deter an individual from causing harm

Location familiarity Users may be more willing to seek help from familiar staff at a
meeting location they have been to before

Security and police proximity
Presence of group activity host*

People in authority may be more likely to provide assistance

*Italicized features exclusively pertain to group events
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Participants’ AI models had 14 features related to ability to seek help. These pertained to both
the presence of bystanders and friends (or at least familiar attendees) at their location as well as
the capacity to contact trusted friends and family with their phones. However, analysis of their
models produced a clear prioritization of availability of nearby strangers over capacity to contact
trusted family and friends who are not physically co-located with them. This was rooted in a desire
for "immediate" assistance should harm occur, which trusted contacts would be unable to provide.
Relatedly, several participants considered group-based social opportunities to be inherently safer
than meeting an online dater alone because of the immediate assistance that fellow activity partners
could provide. As P17 described, attendees of a group-based activity are in "the same boat" and can
enact a mutual safety structure.

Table 2. Visualization of model features indicative of ability to seek help during a face-to-face encounter. Most
features relate to the availability of bystanders for immediate assistance. The features are sorted according
to the number of participants that had the feature in their model. The numbers within each cell reflect the
maximum weight that the participant gave to the feature, normalized across a 1-6 scale with 1 reflecting the
least risk and 6 reflecting the most risk.

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g**)

P13 P14 P15 P16 P17 P18 P19 P20

No. of meeting
partners

5.4 5.4 6 4.5 6 6 4.3 3.8 2.3 4.9 4.9 3.8 6 4 6 5.4 3.8 4.8 6

Location famil-
iarity

5.4 4.3 6 6 4 4.5 3.5 5 5.4 4.9 6 4.8 5 6 3.8 4.9 4.8 3.5

Bystander pres-
ence

6 5.4 6 6 6 3.8 4.9 6 4.3 4.3 5.4 6 4.9 5.4 4.8 6

Meeting time 6 4.9 4.6 5.8 5.2 6 3.8 4.9 4.9 3.5 6 6 5.4 6 6 6
WiFi/phone re-
ception

6 6 5.5 6 6 6 6 6 6 6 6 6

Security/police
proximity

5.5 4 3.8 5.4 4.3 5.2 3 6 3.8

Location public-
ness

6 6 5.4 6 6 4.3

Presence of
friends*

4.6 3.5 4.5 4.9 6

Familiarity
b/w meeting
partners*

5.4 5 5.5

Location type 3.8 6 3.2
Day of week for
meeting

6 4.3

Location popu-
lation density

3.5 3.5

Meeting end
time

5.3

Presence of ac-
tivity host*

6

*Italicized features exclusively pertain to group events. **P12 made a separate model for group events.
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In analyzing the features in participants’ models for ability to seek help (Table 5), the most
common and most heavily weighted features were directly or indirectly related to immediate
bystander intervention. The most blatant examples include number of meeting partners (referring
to the number of people from the dating app who are participating in the respective social activity)
as well as presence of bystanders who are unaffiliated with the dating app-arranged social activity
but would still be available for assistance. Features that indirectly pertain to bystander intervention
include familiarity with the meeting location because that would be indicative of the user’s rapport
with staff at the location and comfort level with approaching them for help. Another example is
meeting time because there may be more bystanders present at "peak" times (e.g., meeting at a bar
in the evening as opposed to the afternoon). Although we should note that one participant, P16,
considered locations or group activities that were too crowded, like popular bars or night clubs,
to reduce capacity for seeking help because pleas for assistance may go overlooked or unheard
amongst a large crowd preoccupied with other activities. As P16 summed up her position: “I think
having too large [of a group size], that’s just as risky as having too small.”
The prioritization and frequency of features related to co-located bystanders does not mean

that trusted friends and family members were completely devalued in assessing one’s ability to
seek help. Wifi/phone reception was still a commonly suggested model feature as a reliable ’last
resort’ for help, as P20 encapsulated: "I want to add cell phone connectivity [to my personal risk
assessment model], that’s very important, because my phone must have enough connection to be able
to call for help if needed. I wouldn’t want to be stuck." Some participants referenced specific contexts
where Wifi and phone reception would be disproportionately important, such as during face-to-face
meetings in "remote" or rural areas that may not typically have many bystanders available for
intervention. In these cases, being able to reach a friend or family member, or emergency service,
may be the only way to seek help, even if that help cannot feasibly intervene immediately. P2
described the importance of this model feature during such encounters: “I’m a city girl, I feel safer
in the city, because my brain sort of already assesses those risks. You know, I have my phone, I know
where to go. [...] If I was in a remote area, I would feel very uncomfortable. For me, if there’s no cell
reception, that’s very remote.”

4.3.2 Detecting Risk Through Ability to Physically Eject From Unsafe Situations. While not as
popular as other model feature categories, some participants also assessed risk by their perceived
capacity to escape an unsafe situation, independent of the availability of bystanders to help them.
The most common of these features was the proximity of the meeting location to one’s home,
which participants viewed as a safe haven. This sense of safety within one’s home was partly due
to the ability to physically barricade oneself from an unsafe person. Others mentioned the presence
of trusted individuals at their home, such as family members and roommates, who could be relied
on for safety. Reaching this safe haven, however, may not be an easy task in a dangerous situation,
particularly if participants do not have a means of private transport (cars) or they are parked far
away from the meeting location. As such, a few participants also included a feature for proximity
to transportation.

It should be noted that the limited popularity of features around proximity to home and proximity
to vehicle may be influenced by participants’ geographic location and the fluctuating relevance or
definition of proximity based on their locale. Similarly, while closer proximity to one’s means of
transportation was clearly considered safer than a farther proximity, the nature of "close" varied. For
example, P8 lives in an urban area and therefore described a feature for proximity to public transit
rather than a vehicle. P8’s description of her "proximity to public transit" feature acknowledged that
even the most convenient (and therefore safest) public transit access may be a few minutes away.
By comparison, participants with vehicles expected to ideally park their vehicle in a parking lot
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Table 3. Features indicative of ability to physically eject from unsafe situations

Features Contribution to risk assessment
Proximity to home
Proximity to vehicle or public
transport
Easy to enter/leave meeting loca-
tion

Enables users to distance themselves from dangerous meeting
partner(s)

right next to their meeting location - a multi-minute proximity to their vehicle would be considered
very high risk. This difference in what qualifies as a safe proximity for vehicles versus public transit
emphasizes that the nature of risk may be highly contingent on the mode of transportation and the
geographic location of the user.

Relatedly, a third feature introduced by two participants was the ability to easily and discretely
leave a meeting location should it become unsafe. P11 preferred public, open spaces for face-to-face
meetings because of the relative ease of movement: “I can leave when I want to, it’s not like I’m
going to be locked in there. It’s just the ability to freely come and go, I guess is one of the things that
can make a person feel safe.”. Examples of such locations included parks, libraries, and museums.
An example of a location suggested by participants that would not be easy to leave included an
isolated hiking trail because the terrain may prevent them from quickly leaving the location. On
the contrary, overly packed bars and nightlife spots were also considered hard to leave because an
excessive amount of people may prevent easy movement to an exit. P10 described the importance
of this feature in creating a sense of safety through being able to leave a location whenever they
like: "When it is the sort of open, easy to access [meeting location] and I have control over when I’m
arriving and when I’m leaving, I feel low or no risk."

Table 4. Visualization of model features indicative of ability to physically eject from an unsafe situation.
The features demonstrate one’s home as a safe haven, and capacity to easily reach home as an element of
perceived risk. The features are sorted according to the number of participants that had the feature in their
model. The numbers within each cell reflect the maximum weight that the participant gave to the feature,
normalized across a 1-6 scale with 1 reflecting the least risk and 6 reflecting the most risk.

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g*)

P13 P14 P15 P16 P17 P18 P19 P20

Proximity to
home

4.9 4.8 6 4 2.9 4.6

Easy to en-
ter/leave
location

6 4.8 6

Proximity to ve-
hicle/transport

6 6 5

*P12 made a separate model specifically pertaining to group based events.

Lastly, P10 emphasized an interconnection between model features for ease of leaving a location
and bystander intervention (from the previous subsection on ability to seek help). Knowledge of
being observed by bystanders could moderate the behavior of their meeting partner, particularly
any retaliatory actions if they were to notice an attempt to leave the meeting location early. As
she described it, being observed by others could put a meeting partner on their "best behavior" - in
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effect, bystanders would be socially enforcing the ease with which P10 would be able to leave a
location quickly. This is manifested in P10’s model through a max risk weighting for both features.

4.3.3 Detecting Risk Through Likelihood of Harm Occurring at the Meeting Location. While by-
standers were described in a positive light in the "ability to seek help" category of features, par-
ticipants also discussed situations in which bystanders - and the activities they engage in - could
increase perceived risk of harm. This was most commonly encapsulated in a feature that some
participants called the "reputation" of a meeting location. This reputation would be informed by
typical activities occurring at the location as well as the surrounding area. Participants’ descriptions
of reputation were often vague however. When describing how location reputation factors into
their manually-conducted strategies for safety they typically made reference to socially learned
understandings of which towns and areas are safe and which are associated with crime - or what
is typically called ’gut instincts’. They also inferred reputation through the nature of the business
establishment. For example, they ascribed riskier reputations to bars and nightclubs because of
sexually charged behavior and use of alcohol and other drugs that they associated with these
businesses.

Table 5. Features indicative of harm occurring at the meeting location

Features Contribution to risk assessment
Location reputation Socially learned perceptions of which geographic areas and busi-

nesses are associated with crime or reckless behavior
Location cleanliness Low maintenance was considered a signal that safety may not be

prioritized at the location
Presence of alcohol
Recreational drug use

The presence of alcohol and other drugs was perceived as con-
ducive to erratic behavior that could inadvertently lead to harm

When translating their assessment of location reputation to risk detection AI models, most
participants kept a general feature for reputation that encapsulated socially learned understandings
of towns and businesses which they would teach the AI through their private AI-only profiles (see
section 4.2). Some also supplemented this with more granular features. The presence of alcohol
was the most common of these, followed by recreational drug-use, because they associated these
activities with reduced inhibitions that could lead to reckless behavior. Here participants made a
point to distinguish risk of intentional attempts at harm from risk of inadvertent injury due to their
vicinity. P9 also had a feature for location cleanliness, which they extrapolated as an indirect signal
that the location and surrounding area lack neighborhood resources for safety such as security,
a police station, or cell phone reception, drawing an interconnection to the "ability to seek help"
category of features.

Table 6. Visualization of model features indicative of the likelihood of harm occurring at the meeting location.
The features reflect the socially learned reputation of geographic areas and businesses, along with associations
made between activities like alcohol consumption with risk of inadvertent harm. The features are sorted
according to the number of participants that had the feature in their model. The numbers within each cell
reflect the maximum weight that the participant gave to the feature, normalized across a 1-6 scale with 1
reflecting the least risk and 6 reflecting the most risk.

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g*)

P13 P14 P15 P16 P17 P18 P19 P20

Location reputa-
tion

5.4 5 5.7 4.9 5.4 5.8 6 6 3.5 6 4.9 6 5
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Presence of alco-
hol

5.8 6 3.5 6 3.5

Recreational drug
use

5 3.5

Location cleanli-
ness

4.9

*P12 made a separate model specifically pertaining to group based events.

4.4 Designing AI to Detect Risk Associated With the Meeting Partner
In addition to location-based indicators of risk, much of our participants’ manually conducted safety
strategies put an emphasis on the perceived "likelihood" that their meeting partner may harm them.
Indicators of perceived risk associated with meeting partners varied drastically from participant to
participant. These signals of potential harm were often subjective and deeply personal, informed
by participants’ past experiences of harm and feelings of danger through dating and other social
interactions. For example, two participants identified education level as a reliable indicator of a
partner’s propensity for harm, whereas others thought a partner’s religion was applicable to risk,
or political affiliation and so on.
As a consequence of these highly varied personal strategies for assessing a meeting partner’s

likelihood of causing harm, the proposed risk detection AI models exhibited 24 different features
related to the meeting partner, with most of these features being mentioned by only a few partici-
pants or less. This is a stark difference with location-based indicators of risk in the previous section.
Whereas several of the most common location-based model features were recommended by 16 or
more participants, the single most common feature for a partner’s likelihood of causing harm was
present in only 12 of the participants’ models (gender of the meeting partner). Inconsistency in
partner-related model features also manifested in feature weights. With the maximum normalized
risk level for any feature being 6, several partner-related features had a maximum risk weight of
less than 5. This suggests that qualities of the meeting partner do not impact assessments of risk as
much as information about the anticipated meeting location.
Analysis of model features related to a partner’s likelihood of causing harm resulted in three

categories of risk, which we unpack in the following subsections: 1) the ability to personally evaluate
a partner before meeting them face-to-face, 2) risk associated with demographic traits of the meeting
partner, and 3) risk identified in data collected privately by AI.

4.4.1 Detecting Risk Through Ability to Personally Evaluate a Partner Before Meeting Face-to-Face.
Several features suggested by participants for risk detection AI were not directly about their meeting
partners, but rather the capacity to collect information about them before face-to-face encounters.
Participants explained that reduced access to information before a face-to-face meeting was itself
representative of risk because it would raise questions about the validity of conclusions about
risk associated with the meeting partner. Thus the more information about a meeting partner, the
less risky they would become because participants considered themselves better able predict the
behavior and personal qualities of the partner.
The most popular example of this in participants’ models was familiarity with the meeting

partner, referring to whether the participant already personally knew the user in question (i.e., met
them before discovery on the app). Even though dating apps are intended for discovery of new
people, this feature acknowledged the possibility that participants could discover people through
the app that they already knew due to geographic proximity - these people would accordingly
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represent the lowest risk. For users they did not already know, a similar feature pertained to
communication before meeting such as through messaging or phone calls to develop a sense of
familiarity. Where these two features differ is when familiarity is developed - prior to discovering
the user online or post-profile discovery. Another, less popular example was a feature called "mutual
connections", with the understanding that the participant could use a shared acquaintance or friend
as a proxy for familiarity with the meeting partner. P2 described personal strategies of using mutual
connections and their personal relationships with those connections as a way to discern what
a potential meeting partner might be like: "If they’re connected with people that have my shared
values, then that’s a draw. And if they’re connected with people that I just know very well, but I’m
very different from them in terms of values, they’re probably not going to be the best fit for me."
Several women also honed onto profile pages and had strongly-held theories about personal

traits that could be inferred through "completeness" of profiles (independent of specific content
in the profile). For instance, relatively incomplete profiles - characterized by short personal bio
descriptions andmissing information in dedicated fields on the profile - were considered an indicator
of interest in casual sex, which some participants found risky if they were not personally seeking
sexual encounters. P5 described how she makes this inference: “If you can’t be bothered to put in a
little bit of effort [to properly complete a profile] in order to like, meet your future boyfriend, girlfriend?
Like, what’s your real end goal for being on this site?”

Table 7. Visualization of model features indicative of ability to personally evaluate a partner before meeting.
Participants considered reduced access to information before a face-to-face meeting to increase risk because
it jeopardized the accuracy of their assessment of the meeting partner. The features are sorted according
to the number of participants that had the feature in their model. The numbers within each cell reflect the
maximum weight that the participant gave to the feature, normalized across a 1-6 scale with 1 reflecting the
least risk and 6 reflecting the most risk.

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g**)

P13 P14 P15 P16 P17 P18 P19 P20

Familiarity with
meeting part-
ner(s)

6 5.4 4 4.6 4 3.5 4.3 5 6 6

Profile complete-
ness

6 6 6 6 4.8 5.8 6

Communication
before meeting

6 3.5 5.3 4.3

Able to view pro-
file(s) before meet-
ing

4.9 4.9 4.3 4.8 3.5

Mutual connec-
tions

4.9 6 3.8

Photo of group ac-
tivity*

6

Passive observa-
tion of partner

2.7

*Italicized features exclusively pertain to group events. **P12 made a separate risk detection model for group
events.
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4.4.2 Detecting Risk Through Demographic Traits of the Meeting Partner. All but three participants
identified at least one personal quality or demographic trait of meeting partners that they considered
reflective of risk. These were qualities that are not expressly indicative of risk, but which participants
believed were reliable indicators of one’s propensity to cause harm due to prior personal experiences
with people having those traits.

The most common of these was gender of the meeting partner(s), with cisgender men being
universally considered higher risk than any other gender identity because of past experiences
with "misogyny" and physical force used during sex, as well as their general ability to physically
overpower women. On the contrary, one transgender participant (P8) considered cisgender women
as higher risk due to past experiences of emotional harm that came with meeting a group of
cisgender women who perceived them as a threat because of their physical stature: “...It’s people
making assumptions based on your appearance. [...] Instead of perceiving physical risk to yourself,
you’re thinking like I could be perceived as threatening [to others] or I could be judged negatively.”

Age difference was also frequently mentioned by participants, although they had different ways
of inferring risk through the age of their meeting partner. For example, P1 talked about risk of
meeting users under the age of 18 because it could damage their reputation or lead to an arrest:
"If it was a bunch of high schoolers hanging out, I wouldn’t want to do that. If I was a man, and I
accidentally showed up to one of these events, and there’s like, a bunch of high schoolers, I would feel
at risk of being arrested or something. Or being publicly shamed for accidentally rolling up on a bunch
of high schoolers." P2, on the other hand, connected this feature with gender and expressed being
more concerned with meeting men who are approximately middle-aged because they may have
more physical strength to sexually assault them than older adults. As they put it: "I’m not going to
be intimidated to meet up with a man that’s 80 years old, versus somebody that’s maybe 30 years old
and single."

Table 8. Visualization of model features evaluating demographic traits of meeting partner. The demographic
traits considered indicative of risk were deeply personal and varied considerably across participants. The
features are sorted according to the number of participants that had the feature in their model. The numbers
within each cell reflect the maximum weight that the participant gave to the feature, normalized across a 1-6
scale with 1 reflecting the least risk and 6 reflecting the most risk.

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g*)

P13 P14 P15 P16 P17 P18 P19 P20

Gender 4.9 4.6 6 6 4.5 4.8 4.9 6 4 6 4.9 4.8
Age difference 4.3 4.6 6 6 6 3.8 3.5
Spiritual values 4.3 6
Education level 5.4 6
Shared interests 6
Political affiliation 5.4 5.4
Shared student
status

4.3 3

Marital status 4.9
Cultural back-
ground

4.9

Mental health 4.8
Personality 4.6

*P12 made a separate model specifically pertaining to group based events.
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Beyond gender and age difference, there was very little commonality across models for other
demographic traits that participants associated with risk. This is likely because such traits were
informed by deeply personal experiences with risk and safety that may not have been shared
between participants. For instance, P3 felt safer around other Muslims due to shared values and past
experiences of abuse based on her religious values from non-Muslim meeting partners and thus
considered anyone who is not Muslim to pose maximum risk to her safety. The notion of inferring
"values" came up with other demographic traits as well, such as political affiliation in models from
P10 and P15. They considered some political views to be strong indicators of how someone treats
other people, such as through their views on abortion and immigration, and believed one’s political
party was a suitable proxy for inferring their stance on a variety of human rights-related issues
that might cause them to disregard the safety of other dating app users. In their words: “If there’s
something that really I would disagree with, politically or socio-politically, so they are sort of like human
values, just being a respectful human being, a kind human.” P2’s feature for cultural background had
a similar intent, which vaguely sought to evaluate whether a user’s "culture" (described through
a mix of religion, political views, and geographic area of upbringing) had regressive views about
women.

Most of the model features in this category would be enabled through users consciously providing
personal data to risk detection AI through private profiles (see section 4.2 for an explanation of
this and other means for using to contribute training data). Yet for some reasons participants were
vague or uncertain about how risk detection AI would feasibly compute them. This applies to
cultural background, as already mentioned, as well as mental health issues and personality because
the constructs themselves remained ill-defined. In these cases participants deferred to descriptions
of how they personally infer mental health and personality through messaging conversations and
profile reviews, with the assumption that risk detection AI could similarly evaluate such traits
through scanning interactions between users.

4.4.3 Detecting Risk Through Data Collected Privately by AI. Other model features stemmed from
possibilities for new data that risk detection AI may have available that normal users would not
be able to access directly. These features would be informed by data sources from outside the
dating app, as well as data privately provided to risk detection AI by users as described in section
4.2. Some participants described this data as particularly valuable because it would be immune
to manipulation from the respective user, unlike profile pages and messaging interactions which
could include lies and exaggerated content.

Table 9. Visualization of model features informed by data collected privately by AI. The features are sorted
according to the number of participants that had the feature in their model. The numbers within each cell
reflect the maximum weight that the participant gave to the feature, normalized across a 1-6 scale with 1
reflecting the least risk and 6 reflecting the most risk.

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g**)

P13 P14 P15 P16 P17 P18 P19 P20

Criminal record 5.7 6 6 6 5.4 6 3.5 5 6 4.3 3.5
Reputation of
meeting part-
ner(s)

6 5 5.4 5.8 4.9

Face-to-face meet-
ing history

3.8 2.5

Criminal record in
group*

5
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*Italicized features exclusively pertain to group events. **P12 made a separate risk detection model for group
events.

The most common example in participants’ models was criminal record of the meeting partner,
which participants expected risk detection AI to access through government sources. This would
necessitate users providing their real identities to the risk detection AI through private profiles.
The prevalence of this feature in participants’ models is not an indication that they believe most
users do have criminal records, but rather an opportunity to identify presumably rare convictions
for violent crimes or sexual offenses. Some participants gave relatively small risk weights for this
feature (e.g., a maximum of 3.5 out of 6) based on the assumption that the most common crimes
are not applicable to risk of interpersonal harm and thus should not affect overall risk scores too
strongly.
Other features in this category, particularly reputation of meeting partners and face-to-face

meeting history, would be the direct result of new data collected from users through reviews of
their face-to-face meeting partners (see section 4.2 for discussion of user reviews). Face-to-face
meeting history would be based on a count of the number of users one has met face-to-face from
the app, which would be confirmed by their face-to-face meeting partners. A lower number of prior
face-to-face meetings would increase risk because of the uncertainties it would present about the
user’s intentions for app-use or if their profile was even real. Reputation scores would be based
on reviews of the partner’s behavior during the face-to-face meeting (envisioned as a percentage
by some participants). This feature is different from the traditional reporting/blocking features
in dating apps today because reputation scores would not be based simply on whether the user
actually caused harm (which may result in being banned from the platform), but whether they
have made past partners feel uncomfortable during face-to-face meetings.

5 Limitations
There are some limitations to the method deserving of note. Despite participants exhibiting rapid
comprehension of the model building exercise, there is uncertainty around how their ideas would
translate to more practical machine learning models. Weak points of the method in retrospect are
unknown feasibility (and legality) of some model features given that participants could propose
features without any regard to availability of data/inputs. This limitation was further exemplified
in some participants’ struggles to operationalize some features beyond vague references (e.g.,
personality traits. While legitimate model features for personality may exist, they may not match
participants’ conceptualizations of this ill-defined construct. On a similar note, participants’ risk
detection models may have manifested differently if they were more acutely aware of existing risk
detection AI implementations and their criticisms (e.g., [100]).
Furthermore, we did not collect demographic details around duration of dating app-use by our

participants. While the substance of our participants’ experiences pertaining to risk and harm
were unpacked during interviews, quantitative metrics such as duration and frequency of dating
app-use could have lent additional context to our findings pertinent to future work seeking to
operationalize new forms of risk detection AI for the broader userbase. In addition, because the
notion of user-personalized risk detection models became apparent in the data analysis phase we
were not able to ask participants directly about the distinction between a universal risk detection
model for all dating app users and user-customizable models.
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Lastly we consider the implications of our interface-based elicitation of risk detection models. We
motivated model brainstorming with profile mock ups exhibiting a risk indicator (low, medium, or
high), which participants easily understood and engaged with. However this limited opportunity for
stakeholders to design how risk detection AI decisions should be conveyed to users. They tended to
assume the low/medium/high risk indicator was an unchangeable design pattern despite occasional
vocalized struggles to connect numerical risk scores to these risk categories. In retrospect we are
skeptical whether the risk indicators in the profile mock ups were essential to model building;
the profiles themselves sans-risk indicators may have been sufficient. In the future we would
refrain from “pre-designing” AI output in the respective interface unless confirmed necessary for
comprehension.

6 Discussion
In response to alarming rates of dating app-facilitated sexual violence against women and other
marginalized groups [3, 4] and calls for increased stakeholder participation in design of risk
detection AI, our work involves woman-identifying dating app users in envisioning interactions
with risk detection AI and designing risk detection models pursuant to those interactions.

Findings show that women anticipate using risk detection AI as an assistant, rather than replace-
ment, to their manually conducted safety strategies. This reinforces arguments in the literature
highlighting the need for algorithmic systems that augment, rather than replace, human decision
making [109]. Anticipated interactions with risk detection AI following from this conceptualization
include donating personal data to the AI to help it understand how its user personally assesses
risk as well as reviewing explanations of the AI’s risk computation to check for inconsistencies
with one’s personal strategies. In this section we reflect on the implications of our study for risk
detection AI research and design in three areas: distinguishing different types of risk detection
AI and their relative research progress, future avenues for participatory AI design to actualize
personalizable risk detection, and ethical concerns with personalizable risk detection AI.

6.1 Distinguishing Risk from Harm: Implications of Location-Based Risk Detection AI
The concepts of “risk” and “harm” tend to be conflated in risk detection AI literature [100]. For
example, terminology around risk detection AI has been applied to models for identifying actualized
harm such as unsolicited nude imagery [121], harassing messages [10], and cyberbullying [72]. It
also includes detection of harm attempts such as child grooming and sex trafficking solicitations
[14, 100, 129]. A common theme amongst these prior examples is a focus on the perpetrator:
identifying harmful acts committed by the perpetrator or being planned by the perpetrator.
On the contrary, our study found that women conceptualize risk beyond the likelihood of a

specific person causing harm. Risk also encapsulates their personal capacity to maintain safety. In
our study’s context of meeting dating app users face-to-face this manifested through the ability to
seek help from others at date locations, physically eject from unsafe situations, and foresee danger
associated with particular face-to-face meeting locations. Our findings show a clear distinction
between person-based and location-based indicators of risk, with location-based features arguably
being more important given how consistently participants advocated for them, and how heavily
weighted they were in their risk detection models. For example, the three most popular features
across all participants’ risk detection models were the presence of bystanders at a face-to-face
meeting location, familiarity with the face-to-face meeting location, and the number of people
being met at the location.
We thus urge future research to better distinguish between these three forms of detection AI,

specifically: detection of actualized harm (harm detection AI), detection of attempted or potential
harm associated with a specific person (interpersonal risk detection AI), and detection of one’s
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personal capacity to manage risk and harm in the context within which it could occur (location-
based risk detection AI). Distinguishing these types of AI is more than a matter of semantics; it can
also elucidate relative gaps in research and design. For instance, while literature has documented
technical and human-centered design progress with harm detection AI and interpersonal risk
detection AI (e.g., [71, 100]), there is an absence of attention to AI for detecting location-based risk.
The importance of location-based risk detection AI, and human-centered research around it,

becomes evident when situated amongst other technologies proposed or studied in HCI literature
for addressing interpersonal harm in physical environments. These include mobile apps that
afford women with services such as GPS tracking [136] and safety monitoring [103] as well as
crowdsourced safe routes and safety alerts to help avoid unsafe areas [5, 108]. Location-based risk
detection AI can add scale and automation to these other risk mitigation features, and also address
limitations of related tools such as panic buttons [68] that have been critiqued for being reactive to
- rather than preventative of - harm.

6.2 Implications of Subjective Risk Detection on Participatory AI
In addition to broadening the scope of risk detection AI, our findings also emphasize that risk is a
subjective concept, reflective of personal experience and one’s perceived capacity to foresee and
manage unsafe situations. Our participants varied significantly in which traits of a meeting partner
they considered indicative of risk, such as the religion of a meeting partner, political affiliation,
education background, and age difference. Accordingly, participants expected risk detection AI to
learn and adapt to their personal safety strategies. This would imply that a singular, one-size-fits-all
risk detection model in dating apps (or any other social platform) would inevitably fail to meet
the needs of all stakeholder groups because it would be forced to conceptualize risk in a way that
aligns with only a subset of any given population.
Drawing from the principles of feminist HCI [17], the findings of our study could be used to

advocate for pluralist design of risk detection. We connect our study with prior work in three areas
to chart directions for future research into pluralist risk detection AI: 1) improving ground truth
for risk, 2) data donation for model training, and 3) participatory AI model building.
A recurring criticism of risk detection AI is a reliance on external annotators who label data

indicative of risk or harm regardless of whether they have personally experienced the respective
behavior [9, 71, 72]. This can result in inconsistent ground truth for harm that does not match the
understanding of victims and thus expose AI to misidentification of harm. Like prior work [71], we
advocate for involvement of stakeholders who at risk of (or already been victims of) the respective
harm in data labeling, albeit our reasoning is not in pursuit of a more consistent ground truth - we
actually argue the opposite. Given our findings that identification of risk is subjective and personal,
having beneficiaries/users of risk detection AI provide ground truth for risk can enable users to
personalize their risk detection. In other words, instead of converging on a singular ground truth
for risk, empowering users as risk annotators can be a way to enable multiple ground truths that
map to each user’s personal understanding of risk.

Data donation has emerged as a promising pathway through which end-users can get involved
in annotating risk-relevant data, and also improving the quality of datasets that risk detection AI
models are trained on [16, 99]. Importantly, our study’s findings also indicate that user motivations
for donating personal data go beyond altruistic motives of societal impact as found in prior work
[44, 112]. Our participants talked extensively about desire and willingness to contribute personal
data to risk detection AI with the anticipation that it would directly benefit them through preparing
the AI to assess risk according to their subjective safety strategies. Examples from our study included
a secondary profile page viewable only by risk detection AI for providing personal information as
training data. Prior data donation research has produced functional applications [57, 99, 100] and
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empirical insight [16, 56, 58, 65, 80, 137] for supporting users in uploading sensitive and personal
data. This prior work can serve as a foundation for design of these imagined “secondary profiles”
for users to prepare their risk detection AI.

Our participants imagined the donation of personal data as a way to enable every user’s personal
risk detection AI - in effect providing a corpus of potential data points to be added, removed,
and modified in each user’s customized risk detection model. While we used prior research on
participatory model building [76–79] as inspiration in our study’s method, the findings suggest that
such methods could also be incorporated directly into social platform interfaces to support intuitive
modification of risk detection models by users with limited AI literacy. For instance, methods
of visualizing model training such as paired comparisons or weighting of directly explainable
features [78] could be assessed in future usability research of participatory risk detection AI model
personalization interfaces.

6.3 Problematizing Subjective Risk Detection AI
While the aforementioned approaches can pave the way towards personalized risk detection AI, the
potentially adverse consequences of such AI should be considered. The manually-performed risk
assessment strategies described by our participants often leveraged indicators of risk with dubious
scientific backing, and in some cases could be construed as unfairly biased towards particular
demographics. This is most poignant through examples from our participants such as assuming
people of certain religious are more dangerous than others, or that people with a high school
education pose more risk than college educated users.
Allowing unfettered personalization of risk detection AI could encourage, affirm, and amplify

harmful stereotypes against marginalized groups. HCI literature has described this reinforcing
of harmful stereotypes as algorithmic symbolic annihilation [12]. Similarly, Karizat et al.[67]
report algorithmic representational harms on social platforms through which users’ identities are
suppressed and misrepresented by algorithms. In the online dating context in particular, research
has extensively explored identity-based harms that users of marginalized groups try to manage.
This includes strategic disclosure by transgender users [51] and users with disabilities [97], as
well careful presentation on apps for men-seeking-men to prevent deduction of personal identities
that could incur physical harm [19]. In this light, personalizable risk detection AI could actually
increase risk to users through allowing and affirming villainization of marginalized identity traits.
This could, in turn, necessitate even more extensive manual effort to mitigate risk associated with
users, meeting locations, and now algorithms. The algorithmic harm literature gives numerous
examples of user strategies to combat perceived adverse algorithmic processes, including identity
modulation and flattening [43, 47, 128] and outright leaving the applicable platform [42] - outcomes
that certainly run contrary to the intent of risk detection AI.
Future research and design for risk detection AI needs to consider guardrails or limitations on

user-personalized models to mitigate adverse impact. This may include 1) providing a limited range
of model features that users can personalize, 2) using AI to generate counterarguments towards
user-selected features that are potentially biased, or 3) avoiding user personalization and instead
incorporating ample explanation of a universal risk detection model’s decision making so that a
user can decide if or how to incorporate the model’s conclusion into their own risk assessment.

7 Conclusion
In response to the prevalence of interpersonal harms against women across online and physical
modalities, risk detection AI implementations have grown in popularity across social computing
platforms as a scalable approach to mitigating harm. While there is extensive literature into
the computational performance of “after-the-fact” risk detection models, there is a relative gap in
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knowledge regarding how user interactions with risk detection AI should be designed to successfully
keep users safe - what prior work has described as the difference between risk detection and
risk mitigation [120]. To address this gap, this paper presented an interview study containing
participatory risk detection model building activities with women (n=20) about how they envision
interacting with risk detection AI in dating apps to mitigate risk of harm associated with meeting
other users face-to-face, and how risk detection models can be designed to realize those interactions.
Findings highlight expectations of interacting with risk detection AI as a partner that assists

women in their manually-practiced risk assessment strategies. Anticipated interactions with risk
detection AI towards this goal include training the AI to understand their personal and subjective
risk assessment strategies, inspecting how the AI arrives at its risk conclusions to determine if it is
“thinking” about risk in the same way they do, and informing their own ongoing risk assessment
with new data collected by the AI. The findings suggest that future work should explore the
notion of personalizable risk detection models that define and assess risk according to the personal
preferences of each user, while also considering ethical implications such as the reinforcing of
problematic stereotypes about who poses risk of harm.
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A Additional Methodological Details
A.1 Participant Demographic Details

Table 10. Demographic details of interview participants.

Participant Ethnicity Age Apps used Goals for app-use Risk or harm experi-
enced

P1 White, His-
panic

30 OkCupid Dating Unwanted touching

P2 White 38 Facebook Dating,
match.com, eHarmony,
Christian Mingle, Zoosk

Dating Did not trust meeting
partner during date

P3 Middle
Eastern
or North
African

29 Muzmatch, Salams,
Mustinder, Hinge

Dating, group events Racist abuse

P4 White 25 Instagram Friends, dating Unwanted touching
P5 Asian 32 Meetup, Facebook, Insta-

gram
Friends, professional net-
working

N/A

P6 Asian 33 Tinder, Bumble, OkCu-
pid, Hinge, Coffee Meets
Bagel

Dating Meeting partner left her
alone in his house
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P7 Asian 24 Meetup, Discord Friends, group events N/A
P8 White 22 Tinder, Bumble, OkCu-

pid
Dating Drugged without con-

sent
P9 Black 20 Bumble, Hinge Dating N/A
P10 White 41 Tinder, OkCupid Friends, dating N/A
P11 Asian 28 Instagram Group events, friends N/A
P12 Black 26 Tinder Dating Attempted scam
P13 Native

American
18 Snapchat, Instagram, Pa-

tio
No specific goal N/A

P14 White 30 Tinder, Bumble, OkCu-
pid

No specific goal, friends Misogyny, concern for
safety

P15 White 25 Tinder, Bumble Dating Unwanted sexual ad-
vances by drunk partner

P16 Black 24 Tinder Dating Partner lied about impor-
tant details

P17 Black 25 Tinder Friends, dating Partner lied about impor-
tant details

P18 White,
Black

28 OkCupid Dating Partner lied about impor-
tant details

P19 Black 27 Tinder Dating Partner hid severe alco-
holism

P20 Black 35 Tinder Dating Partner demanded sex

A.2 Model Template Used in Model Building Activity and an Example of Populating it
with a Feature

Table 11. The risk detection model template provided to each participant. Each suggested feature includes
various possible feature states the participant is likely to encounter and the weights based on their preferred
risk scale that they assign to each feature state signifying how important or unimportant that state is in their
risk assessment

. Feature 1 Feature State A Feature State B Feature State C
Weights

Table 12. An example of populating the model template with a feature for "criminal record of other person"
from P4’s model. The possible states of the feature are indicated in each column (i.e., the person depicted in
the profile could either have no criminal record, a misdemeanor charge, or a felony charge). The "weights"
row indicates how each possible state would contribute to the numerical assessment of risk. A higher weight
means more risk. For instance, having a felony charge would add 10 points to the person’s overall risk score,
whereas having no criminal record would only add 2 points.

Criminal Record Of
Other Person

No Criminal Record Misdemeanor Charge Felony Charge

Weights 2 6 10

B Descriptive Account of Participants’ Risk Detection Models
In this section we provide a descriptive account of the risk detection models created by participants
to lend context to the qualitative findings in the findings. Participants proposed 45 unique features
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for their risk detection models. On average models contained 10.8 ± 1.86 features. Table 13 compiles
the models from all 20 participants. It lists the 45 features on the y axis and participants along the x
axis (P12 is listed twice because they produced separate models for individual meeting partners
and group activities). Features are sorted in descending order by the number of models the feature
was present in (most common features near the top). "Feature weight range" refers to the minimum
and maximum weights applied to features in a participant’s model. The presence of a feature in
a participant’s model is indicated by the respective cell containing a number and cell color. The
number corresponds to the highest possible weight for the feature in that participant’s model; a
higher weight means higher risk. Since participants had different feature weight ranges (up to 10,
up to 5, and up to 3), we converted them all to a standard scale of 1-6 and used a color gradient
to visually indicate a feature’s maximum risk relative to the maximum possible (6) risk in that
participant’s model: (lowest risk) 1 6 (highest risk). The darker the color (closest
to dark red) the higher the maximum risk of the feature, and the brighter the color (closest to
yellow/green), lower the maximum risk of the feature. In other words, bright colored features
have the potential to impact risk the most. The maximum relative risk for each feature can also
be determined without cell colors by cross-referencing the feature’s maximum risk score with the
participant’s feature weight range. A profile’s total risk score is a summation of the scores for every
feature, with the exception of group-based activity features (italicized) which would not be applied
to assessing risk of individual meeting partners. Refer to Table 14 in the appendix for definitions of
every feature and example feature states.

Table 13. Visualization of all participants’ risk detection models

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P12
(g)

P13 P14 P15 P16 P17 P18 P19 P20

Feature weight
range

1-10 1-10 1-10 0-10 1-10 1-3 0-5 0-10 1-10 1-5 0-10 1-10 1-10 1-10 1-5 0-5 1-5 1-10 1-10 1-5 1-3

No. of meeting
partners

5.4 5.4 6 4.5 6 6 4.3 3.8 2.3 4.9 4.9 3.8 6 4 6 5.4 3.8 4.8 6

Location familiar-
ity

5.4 4.3 6 6 4 4.5 3.5 5 5.4 4.9 6 4.8 5 6 3.8 4.9 4.8 3.5

Meeting time 6 4.9 4.6 5.8 5.2 6 3.8 4.9 4.9 3.5 6 6 5.4 6 6 6
Bystander pres-
ence

6 5.4 6 6 6 3.8 4.9 6 4.3 4.3 5.4 6 4.9 5.4 4.8 6

Location reputa-
tion

5.4 5 5.7 4.9 5.4 5.8 6 6 3.5 6 4.9 6 5

Gender 4.9 4.6 6 6 4.5 4.8 4.9 6 4 6 4.9 4.8
WiFi/phone recep-
tion

6 6 5.5 6 6 6 6 6 6 6 6 6

Criminal record 5.7 6 6 6 5.4 6 3.5 5 6 4.3 3.5
Familiarity with
meeting part-
ner(s)

6 5.4 4 4.6 4 3.5 4.3 5 6 6

Security/police
proximity

5.5 4 3.8 5.4 4.3 5.2 3 6 3.8

Age difference 4.3 4.6 6 6 6 3.8 3.5
Profile complete-
ness

6 6 6 6 4.8 5.8 6

Location public-
ness

6 6 5.4 6 6 4.3

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 367. Publication date: November 2024.



367:38 Isha Datey and Douglas Zytko

Proximity to
home

4.9 4.8 6 4 2.9 4.6

Presence of friends 4.6 3.5 4.5 4.9 6
Presence of alco-
hol

5.8 6 3.5 6 3.5

Reputation of
meeting part-
ner(s)

6 5 5.4 5.8 4.9

Communication
before meeting

6 3.5 5.3 4.3

Able to view pro-
file(s) before meet-
ing

4.9 4.9 4.3 4.8 3.5

Familiarity b/w
meeting partners

5.4 5 5.5

Easy to en-
ter/leave location

6 4.8 6

Proximity to vehi-
cle/transport

6 6 5

Location type 3.8 6 3.2
Mutual connec-
tions

4.9 6 3.8

Spiritual values 4.3 6
Education level 5.4 6
Day of week for
meeting

6 4.3

Political affiliation 5.4 5.4
Location popula-
tion density

3.5 3.5

Recreational drug
use

5 3.5

Face-to-face meet-
ing history

3.8 2.5

Criminal record in
group

5

Meeting end time 5.3
Group activity ex-
citement

6

Photo of group ac-
tivity

6

Shared interests 6
User-determined
red flags

6

Mental health 4.8
Presence of activ-
ity host

6

Location cleanli-
ness

4.9

Marital status 4.9
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Cultural back-
ground

4.9

Personality 4.6
Shared student
status

4.3 3

Passive observa-
tion of partner

2.7

C Risk Detection Model Features and Definitions

Table 14. Model features, their definitions, and example feature states

Feature Definition Example Feature States

No. of meeting partners Number of people that user is
meeting face-to-face

One-on-one, <4 participants, >4 partici-
pants (P1)

Location familiarity Prior familiarity with meeting
location

Location is very familiar, occasionally
visited, not been to before (P2)

Meeting time Time of face-to-face meet-
ing/activity

Morning, afternoon, evening (after 6:30-
7 PM) (P3)

Bystander presence Presence of others at meeting
location to seek help from

0, 1-2 surrounding people, 3-10 sur-
rounding people, 10+ (P4)

Location reputation Meeting location crime rate, re-
views

No known crime, crime occurs regularly
(monthly), frequent crime (weekly) (P5)

WiFi/phone reception Availability of WiFi or cell-
phone reception at meeting lo-
cation

No connectivity, limited connectivity,
full connectivity (P7)

Familiarity with meet-
ing partner(s)

Does user already know the per-
son/the people they are meet-
ing?

Know the user (1-on-1), know at least
one (group) attendee, do not know any-
one (P16)

Gender Gender of one-on-one meeting
partner or gender distribution
of group activity

All male, mix of genders, all female (P6)

Criminal record Does one-on-one meeting part-
ner have a criminal record?

No Criminal history/only petty of-
fenses (jaywalking/pranks/shoplifting),
violent conviction, convictions viewed
positively (civil rights) (P13)

Age difference Age difference with meeting
partner(s)

Same age (2 years younger or 4 years
older), older, younger, minor (P8)

Security/police proxim-
ity

How close are police or profes-
sional security personnel?

None, at least one at location, 2-3
present (P15)

Profile completeness How complete is a user/social
opportunity profile on the app?

No text content, full text description
(P1)

Proximity to home How close does the user live to
the meeting location home?

<2 miles, 2-10 miles, >10 miles (P6)

Presence of friends Is the user attending a group ac-
tivity with friends?

Is Alone, with an acquaintance, with a
good friend (P10)

Presence of alcohol Is alcohol present at meeting lo-
cation?

Alcohol present, alcohol is not present
(P14)
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Reputation of meeting
partners

Status of user/social opportu-
nity reviews (necessitates re-
view functionality in-app)

Reviews are 100% positive, mixed re-
view scores, 100% negative (P7)

Location publicness Is the meeting location a public
place?

Private residence, business establish-
ment, public space (e.g., park) (P17)

Criminal record in group Do any attendees of group ac-
tivity have a criminal record?

No one has a criminal record, at least
one person has a criminal record (P11)

Communication before
meeting

Can the participant commu-
nicate with potential meeting
partner(s) before face-to-face
encounter?

They can chat beforehand, unable to
communicate beforehand (P8)

Familiarity between
meeting partners

Do the other attendees already
know each other?

Other attendees are friends, relatives,
all strangers to each other (P4)

Easy To enter/leave
meeting location

Capacity to quickly leave an un-
safe situation

Able to leave easily/at any time, difficult
to leave one-one-one meeting, difficult
to leave group activity (P20)

Proximity to vehi-
cle/transport

How far is the user’s car or
other preferred transportation?

Near, kind of far (within 10 minutes), far
away (P8)

Location type What type of location is the
meeting at?

Restaurant, bar, public park, library (P2)

Spiritual values Does the meeting partner(s)
share user’s spiritual values?

Muslim, not Muslim (P3)

Mutual connections Meeting partner in same social
circle as user

Person is connected to people who
share values, person is connected to peo-
ple who do not share values, no mutual
connections (P2)

Education level Education level of meeting part-
ner

Less than Bachelor’s degree, Bachelor’s
degree, Master’s degree or PhD (P3)

Day of week for meet-
ing

What day of the week is the
meeting scheduled for?

Weekday, weekend (P5)

Political affiliation Does meeting partner(s) have
contrasting political views?

Divisive content in profile, No divisive
profile content (P10)

Location population
density (rurality)

How densely populated is the
area surrounding the meeting
location?

Area is remote (e.g., hiking trail), area is
rural, area is urban/metropolitan (P10)

Meeting end time What time is the meeting ex-
pected to end?

During daytime, evening (6-8 PM), late
night (past 8 PM) (P16)

Group activity excite-
ment

Is the user familiar with and ex-
cited about what normally hap-
pens at the respective activity?

Not exciting, sort of exciting, especially
exciting (P1)

Photo of group activity Is there a live photo of an on-
going activity uploaded on the
app? (requires new app func-
tionality)

Picture available and looks safe, looks
unsafe, photo is generic location image
(P5)

Shared interests Does the user/attendee share in-
terests with participant?

Share interests, no shared interests (P7)

User-determined red
flags

Does user manually identity in-
dicators of risk in profile (re-
quires direct user input to AI)?

2+ red flags, 1 red flag, no red flags (P13)
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Mental health Does meeting partner(s) have
mental health issues that could
result in erratic/dangerous be-
havior?

1+ meeting partner has a mental illness,
none are known to have a mental illness
(P16)

Presence of activity host Does group activity have host
to manage/monitor safety?

There is host I can communicate with,
no host (P11)

Location cleanliness Location is generally clean and
well-maintained

Area is well maintained, somewhat
maintained, not clean (litter, over-
grown) (P9)

Marital status Marital status of meeting part-
ner

Single, married, married with children
(P2)

Cultural background Is partner associated with a cul-
ture that has regressive views
about women?

Partner is from a culture that does not
treat women equally, person is from
a culture where women are treated
equally (P2)

Recreational drug use Is the meeting location/type as-
sociated with drug use?

Drug use is present, drug use is not
present but alcohol is, no drug presence
(P8)

Personality Personality traits meeting part-
ner(s) (anticipated data sources
described in 4.4)

Introverted/socially awkward, Extro-
verted, mixed personalities (group) (P5)

Shared student status Is any meeting partner a univer-
sity student like user (only se-
lected by participants who were
also students)?

No student(s), at least one student, there
more than one student (group activity)
(P13)

Face-to-face meeting
history

How many other people a part-
ner has previously met through
the app?

Long history of prior face-to-face en-
counters, 1-5 prior encounters, no face-
to-face encounters (P11)

Passive observation of
potential meeting part-
ner

Is the user able to physically ob-
serve a potential meeting part-
ner right before direct face-to-
face interaction?

Able to passively observe the partner
(e.g., through a glass window from out-
side a restaurant), unable to observe
partner (P9)
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